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Objectives of the module
Learning outcome

ÅParticipants have reflected on their own experience, and how to improve and 
deepen evaluation systems and practice to improve the effectiveness of 
evaluation as a tool for social change in Africa.

Specific skills or understanding include:

ÅUnderstanding how to locate evaluations within the policy/programme cycle 
and and to maximise the likely use of evaluations for social change;

ÅUnderstanding how/when to use non-counterfactual methods for impact 
evaluation, notably theory-based evaluation, as well as other methods 
addressing complexity;  

ÅUnderstand different mechanisms for evaluation quality assurance, and how to 
interpret evaluation standards during the design, conduct and documentation of 
evaluations;

ÅThey have identified areas where their evaluation practice and systems can be 
strengthened and have developed ideas of how to do sowhen they go back to 
their workplace
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Flow - 21 August

am - Conceptual

ÅPolicy/evidence cycle

ÅEvaluation systems to ensure use

pm - Alternative evaluation approaches

ÅIntroducing alternative evaluation approaches to 
address complexity

ÅNon-counterfactual impact evaluation notably 
theory based evaluation
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Flow - 22 August

am - Quality

ÅQuality evaluations

ÅPractical exercise on assessing quality

ÅQuality assurance systems

pm ςClinic session

ÅAddressing your challenges in making evaluation 
systems work

ÅFeedback

4



5

3.2A Locating evaluation within the 
policy/programmecycle and 

ƻǊƎŀƴƛǎŀǘƛƻƴǎΩmanagement systems

am 21 August
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What we will cover
ÅBuild on what is evidence and what is 

opinion

ÅWe have a problem of policy and 
programme design

ÅHow evidence is used in practice

ÅWhat is the policy/programme cycle?

ÅHow can we use evidence through that 
cycle:
ÅCore conceptual framework for the course

6
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What is the problem?

7

Programme being evaluated Outcome needed from evaluation 

results

Close Major

changes

needed

Minor

changes

needed

No

changes

needed

Early Childhood Development (ECD) X

Business Process Services Programme X

Grade R (reception year of schooling) X

Nutrition Programmes addressing under 5s X

Land Recapit. and Dev Prog (RECAP) X

Comprehensive Rural Dev Prog (CRDP) X

Export Marketing Investment Assistance X

Comprehensive Agricultural Support 

Programme

X

Land Restitution Programme X

Government Coordination System 

(clusters/MinMECs/Implementation 

Forums) 

X

Micro Agric Financial Institution (MAFISA) X
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How is evidence used?
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What is the problem (DPME research, 2011)
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13%

13%

27%

29%

33%

39%

39%

40%

44%

45%

54%

0% 10% 20% 30% 40% 50% 60%

Problems are concealed

Resistance from officials to transparent 
decision-making processes

Little respect for evidence-based decision-
making in the department

The hierarchy makes it difficult to openly and 
robustly discuss performance

Fear of admitting mistakes or problems

The M&E unit has little influence in the 
department

M&E is seen as policing and a way of 
controlling staff

There is not a strong culture of M&E in the 
department

M&E is regarded as the job of the M&E unit, 
not all managers

Senior management do not champion M&E 
and honesty about performance

Problems not treated as an opportunity for 
learning and improvement

Problems not 
treated as 

opportunity to 
learn

Source: Umlaw et al, African Evaluation Journal, 2015
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Definitions from Paine (2011)
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CONTINUUM OF TYPES & SOURCES OF EVIDENCE USED

None Opinion Informal Substantive Formal 

research 

/evaluation

Scientific 

research/ 

evaluation

Synthesis of 

evidence

No 

explicit 

basis 

for 

policy 

decis-

ions

Of policy 

makers; or 

broadly 

accepted 

public 

opinion; 

lobby 

groups; 

others

Anecdotal, 

stories, 

uncritical 

use of 

information 

to hand, 

partial & 

limited

Careful truth 

seeking, 

data mining 

of survey & 

admin data 

Empirical 

(based on 

experience/

observation

), 

appropriate 

design & 

methodol-

ogy

Statistical, 

comparat-

ive, causal

Testing, 

analysing & 

synthesising 

available 

evidence. 

Source: Paine Cronin and Sadan, African Evaluation Journal, 2015, Adapted 
from: Hayes, W, 2002, The Policy Cycle
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Type of evidence most often used for 
policy decision-making 
(interviews with 54 senior managers) 
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0 5 10 15 20 25

None

Opinion

Informal

Substantive

Formal Research

Scientific Research

Research Synthesis

All

More of

Current

Source: Paine Cronin and Sadan, African Evaluation Journal, 2015, Adapted 
from: Hayes, W, 2002, The Policy Cycle
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The main factors that influence policy
(interviews with 54 senior managers)
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0 5 10 15 20 25 30

Lobbyists & Pressure Groups

Habits & Traditions

Values

Resources

Judgement

Experience & Expertise

Pragmatics & Contingencies

Evidence

Future

Current

Paine Cronin and Sadan, African Evaluation Journal, 2015, Adapted from: 
Hayes, W, 2002, The Policy Cycle
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Policy and programme cycle

14
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Hierarchy of interventions at different levels

ÅPlan(egNDP, sector plan)

ÅPolicy
ÅPublic policy egon ECD –high level, strategic intent, and approach to implement it, may 

contain some element of implementation
ÅInternal policy, set of rule and may be specific on implementation

ÅStrategy ςapproach to implement a high level policy egstrategy to implement a 
green economy policy –usually not specific on implementation

ÅImplementation programme (not budget programme)
Åa set of organized but often varied activities, directed towards the achievement of 

specific policy aims. A programme linked to a policy initiative may encompass several 
different projects, activities and processes that logically cohere. 

ÅInvolves group of related projects/servicesmanaged in a coordinated way to obtain 
benefits not available from managing the projects individually.

ÅProject- defined start and end point and specific objectives that, when 
attained, signify completion. 

ÅProgramme or project plan includes implementation planning –egactivities, 
schedule of activities, activity-based budget, management arrangements. Key 
link between strategic intent and action.
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Key quadrants of the Policy/ProgrammeCycle

Diagnosing Planning

Outcome 

& impact

Output

Analysis of the problem 

and options

Policy/Programme planning

and budgeting

Policy/programme

Implementation and monitoring
Policy/programme

outcome and impact

In
te

rv
e

n
tio

n

Agenda

Docum

ent, 

reflect, 

learn
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Review, 
refine and 
continue

Operational 
plan and 
resourcing

What is known 
about the 
problem

What is the 
change–

desired and 
undesired?

Options for 
addressing 

the problem

Policy/programme cycle

Theory 
of 
change

Design

Implementing 
the plan

Monitoring the plan, 
environment and 
budget

Understand-
ing the root 
causes 

Value for 
money?

Are planned 
outcomes 

being 
achieved?

Agenda

Intervention

Docum

ent, 

reflect, 

learn

Analysis of the problem 

and options
Policy/Programme 

Planning/design

Policy/programme

outcome and impact Policy/programme

Implementation 

and  monitoring

Diagnosing Planning/

design

Outcome 

& impact

Output

17
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I think 
you 
should be 
more 
explicit in 
step 2
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Diagnosing Planning

Outcome 

& impact

Output

In
te

e
n

io
n

Diagnosing Planning

Outcome 

& impact

Output

Diagnosing Planning

Outcome 

& impact

Output

Diagnosing Planning

Outcome 

& impact

Output

Policy level 

eg ECD

Service or project 

level

Implementation programme 

level

From policy to programme and project

Docum

ent, 

reflect, 

learn

ECD 

centres

Grade 

R

Nutrition

Curric Training

20
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Using evidence through the 
policy/programme cycle

21
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Agenda

Review, 
refine and 
continue

Operational 
plan and 
resourcing

What is known 
about the 
problem

What is the 
change–

desired and 
undesired?

Options for 
addressing the 

problem

Policy/programme cycle

Theory 
of 
change

Design

Implementing 
the plan

Monitoring the plan, 
environment and 
budget

Understand-
ingthe root 
causes 

Value for 
money?

Are planned 
outcomes 

being 
achieved?

Agenda

Intervention

Docum

ent, 

reflect, 

learn

Analysis of the problem 

and options
Policy/Programme 

Planning/design

Policy/programme

outcome and impact

Policy/programme

Implementation 

and  monitoring

Diagnosing Planning/

design

Outcome 

& impact

Output

Evaluations 

require TOC

Diagnostic 

evaluation

Fishbone/ 

5 whys

Guideline on 

prog planning
Research/

synthesis

Evaluations -

Impact, 

Economic

Problem definitition

Implementation 

evaluation

Perf 

expend 

reviews

Admin data eg

cause of death

Modelling

eg NDP

Evaluative thinking 

eg workshops

Workshoppi

ng with SH

Ops plan

Activity-based 

budgeting

Participatory 

data eg CBM
Logframe

22

Management

Monitoring 

systems, 

admin data
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Your experience of the evidence 
cycle - group exercise

In your groups (25 min)

ÅSelect a policy making or programme implementation 
process that you have been involved in / aware of within 
your department (don’t spend more than a couple of 
minutes selecting) –choose one for the group. 

ÅConsider the process in relation to the EPM&I cycle: 
ÅTo what extent was the cycle followed? 

ÅWere some quadrants focused on more than others? 

ÅWere there any gaps? 

ÅWhat types of evidence were drawn upon at each stage?  

ÅWas there evidence that could have been drawn on but wasn’t? 

23
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Group exercise (feedback)

In plenary (25 min)

ÅTo what extent was the cycle followed? 

ÅWere some quadrants focused on more than others? 

ÅWere there any gaps? 

ÅWhat types of evidence were drawn upon at each 
stage?  Was there evidence that could have been drawn 
on but wasn’t? 

24
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Ensuring Use

25
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Evaluation systems to ensure use

In buzz groups of 2s (10 min)

ÅDiscuss ‘in your experience what are factors which help 
ensure use’. 

ÅWrite ideas on cards, one idea per card

ÅProcess the cards (15 mins)

ÅTake each category in turn –what can we do to maximise 
the likelihood of use?

26
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Utilisation 
(drawn from Mark and Henry, 2004)

27

Outcomes Individual Interpersonal Collective/system-wide

Instrumental 
(behavioural)

Individual practice Collaborative 
practice/systems

Policy/programme 
continuation,
modification, 

Conceptual 
(cognitive/ 
affective) 

Salience/ 
recognition
Opinion/attitude

Descriptive norms
Agenda setting

Motivational Personal goals Social rewards Incentives
Market forces

Increasinginfluence of an evaluation (from both process and findings), or 
improvinginfluence, which could be cumulative influence from several 
evaluations, towards social betterment
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DPME approach ςutilisation at the 
core
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Ensuring evaluations are used 

ÅKey challenge internationally that where 
evaluations are done, often not used - waste of 
money

ÅKey issues to ensure use:
ÅDepartments must own the evaluation concept (not be 

imposed on them) and the process
ÅThere must be a learning focus rather than punitive 

otherwise departments will just game the system –so 
punish people not because they make mistakes, but if 
they don’t learn from their mistakes
ÅEvaluations must be credible
ÅThere must be follow-up (so improvement plans)
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Approach ςcredibility and transparency 
30

To ensure credibility:
Ensure independence:
Á Independent external service providers undertake the evaluation, reporting 

to the Steering Committee
Á Evaluations implemented as partnership between department(s) and DPME
Á Steering Committee makes decisions on evaluation not department
Ensure quality:
Á Design clinic with top national and international evaluators (giving time free)
Á Peer reviewers (normally 2) per evaluation
Á DPME evaluation director part of whole process
Á Have to follow system - evaluation panel, standards, guidelines, training etc
Á Quality assessment once completed –must score >3/5. (actuals so far 4.14, 4.45, 3.67, 

4.1 3.71)
Á Body of evidence

To ensure transparency:
Á All evaluation reports go to Cabinet 
Á Then evaluations made public unless security concerns –media briefing, 

DPME website, Parliament, publication, communication
Á When complete quality assess and go into Evaluation Repository

Fear!
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Incentives

31

Carrots
Å Part-funding the 

evaluations
Å Providing training
Å Chance to participate 

in ETWG –egselecting 
evaluations

Å Award for best 
evaluation

Å Exposure - presenting 
at conferences

Å Systems based on 
international good 
practice

Sticks
Å Once the evaluation is 

selected –departments must 
follow the system 

Å Evaluation results will go to 
Cabinet, to Parliamentary 
Portfolio Committees and be 
made public

Å Departments do not manage 
the evaluation but steering 
committee

Sermons
Å Cabinet endorsing 

Policy and Plans
Å PM&E Minister 

supporting
Å Emphasising that 

learning not punitive
Å Study tours to give 

message 
independently
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How can we promote use?

32
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Organisationalchanges to promote 
use
ÅIn buzz groups of 2s ‘how can your organizational 

systems be adjusted to promote learning and use, 
or what do you need to do to promote use if 
systems can’t change’ (20 mins)

ÅFeedback and discuss (25 mins)

33
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Core messages

ÅEvidence is important, and evaluation is key

ÅFocus needs to be on use of evidence

34
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Values raise questions for DAC criteria

ÅRefer to blog by Caroline Heider

35
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[ǳƴŎƘΧΧΧΧΦ

36
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3.1A Introducing alternative 
evaluation approaches ςconcept of 

value

pm 21 August
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Covers

ÅDealing with complexity - the mix of possible 
evaluation methods

ÅImplications of values for evaluation

ÅNon counterfactual impact evaluation 
including Theory-based evaluation

38
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Complexity and implications for evaluation
ÅMultiple components (sometimes labelled ‘complicated’) v 

Emergence
ÅInterventions can have some simple aspects, some complicated 

aspects and some complex aspects, and it is more useful to 
identify these than to classify a whole intervention as complex.

Multiple components
ÅCan be multiple components, multiple levels of implementation, 

multiple implementing agencies with multiple agendas, and long 
causal chains with many intermediate outcomes, or outcomes 
that can only be achieved through a 'causal package' involving 
multiple interventions orfavourablecontexts.
ÅIn these situations, logic model and data collection and analysis 

plan must  provide information about different components 
which all need to work effectively and together, or processes that 
work differently in different contexts, or which only work in 
combination with other programs orfavourableenvironments. 
Essential to report on these in terms of ‘what works for whom in 
what contexts’.

39
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Emergence
ÅMany programmes involve emergent and responsive strategies and causal 

processes which cannot be completely controlled or predicted in advance. 
While there is an overall goal in mind, the details of the programme will 
unfold and change over time as different people become engaged and as it 
responds to new challenges and opportunities. Projects that focus on 
governance, community development or leadership development are 
particularly likely to have these features.
ÅIn these situations, evaluations have to identify and document emergent 

partners, strategies and outcomes, rather than only paying attention to 
the objectives and targets identified at the beginning. 
ÅReal-time evaluation will be needed to answer the question “What is 
working?” and to inform ongoing adaptation and learning. Effective 
evaluation will not involve building a detailed model of how the 
intervention works and calculating the optimal mix of implementation 
activities - because what is needed, what is possible, and what will be 
optimal will be always changing.
Åhttps://www.betterevaluation.org/en/themes/complexity

40

Complexity and implications for evaluation (2)

https://www.betterevaluation.org/en/themes/complexity
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Worldview

41
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Soft systems approach and Checkland
methodology
ÅMuch of the planning we deal with is around soft 

systems (people, organisations) not hard systems 
like engineering

ÅBrings in particular characteristics but many tools 
developed for hard systems, egproject 
management courses

42



43

World View/values in evaluation

ÅWorld View is the beliefs which underlyan 
intervention. Important to bring these out when 
working with people and organisations.

ÅFor example if I believe that organic agriculture is 
better food and better for the planet, then that 
underlies how I will approach an agricultural 
programme.

ÅEvaluation is not value-neutral –and decisions on 
focus, methodology, who does the evaluation, all 
reflect the values underpinning

43
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World View (2)

44

HummelbrunnerΣ Ψ[ŜŀǊƴƛƴƎΣ ǎȅǎǘŜƳǎ ŎƻƴŎŜǇǘǎ ŀƴŘ ǾŀƭǳŜǎ ƛƴ ŜǾŀƭǳŀǘƛƻƴΥ 
tǊƻǇƻǎŀƭ ŦƻǊ ŀƴ ŜȄǇƭƻǊŀǘƻǊȅ ŦǊŀƳŜǿƻǊƪ ǘƻ ƛƳǇǊƻǾŜ ŎƻƘŜǊŜƴŎŜΩΣ L5{ 
Bulletin 46 (10, 2015
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Values in evaluation

ÅWhat do we evaluate:
ÅIs it working as expected –instrumental (single loop) –

relates to efficacy (does it work) and efficiency (how well 
does it work using available resources)
ÅIs the programmethe right option for addressing the 

problem –egfood parcels to address malnutrition 
(double loop) - relates to relevance and effectiveness

ÅHow do we establish the right way of addressing 
the problem, who must be involved in the process 
(triple loop). Often involve power relations. Key 
issues of equity and sustainability

ÅMethod 

45
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How do we apply this?

ÅWho is involved in conceptualisingthe evaluation –
will it permit questioning the underlying values

ÅWhat is put in the TORs –does it focus on single 
loop (are we doing it right) or double loop (are we 
doing the right things?)

ÅFor example Extension Recovery Programme–was 
boundary just the support programme, or whether 
the extension model it was supporting was of value 
to the client

46
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Relationship to complexity (1)

ÅSimple–instrumental/single loop learning may be 
enough. Experimental/quasi designs will do for IE.

ÅComplicated–some disagreement about what to 
do and some uncertainty, many actors. 
Relationships between cause and effect depend on 
context. Still knowable where good practices can be 
identified and tested. Double loop learning may be 
enough. Theory based and case based approaches 
have good potential to contribute. Causal 
mechanisms can bring out intrinsic stakeholder 
values egrealist evaluation.

47
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Relationship to complexity (2)

ÅComplex–high uncertainty/disagreement. 
Relationships between cause and effect only clear 
in retrospect. Domain of the unknowable –may 
need to look at prevailing cognition and behavior 
patterns as well as power issues –triple loop 
learning may be needed. Realist evaluation beings 
out importance of context and have good potential 
for bringing out triple loop learning

48
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Other issues on values egblog by 
Benita Williams
ÅParticipation –who is involved and how –

implementors, beneficiaries, state/note-state

ÅWay you treat stakeholders –affirmation

ÅRecognisingyour limitations

ÅGiving back 

49
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3.1A Introducing alternative 
evaluation approaches

pm 21 August
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Utilisation
-focused

Realist

Theory-
based

Source: Sara Vaca

Developm
ental
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Contribution 
analysis
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Utilisationfocused

"Utilization-Focused Evaluation begins with the premise that 
evaluations should be judged by their utility and actual use; 
therefore, evaluators should facilitate the evaluation process 
and design anyevaluation with careful consideration of how 
everything that is done, from beginning to end, will affectuse. 

Use concerns how real people in the real world apply 
evaluation findings and experience andlearn from the 
evaluation process." (Patton 2013, p.1)

http://www.wmich.edu/sites/default/files/attachments/u350
/2014/UFE_checklist_2013.pdf

53

http://www.wmich.edu/sites/default/files/attachments/u350/2014/UFE_checklist_2013.pdf
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Step 1Assess and build program and 
organizational readiness for 
utilization-focused evaluation.

Step 2Assess and enhance evaluator 
readiness and competence to 
undertake a utilization-focused 
evaluation.

Step 3Identify, organize, and engage 
primary intended users.

Step 4Conduct situation analysis with 
primary intended users

Step 5 Identify primary intended uses by 
establishing the evaluation’s 
priority purposes.

Step 6 Consider and build in process uses 
if appropriate.

Step 7Focus priority evaluation 
questions.

Step 8Check that fundamental areas for 
evaluation inquiry are being 
adequately addressed.

Step 9Determine what intervention model 
or theory of change is being 
evaluated.

Step 10Negotiate appropriate methodsto 
generate credible findings and 
supportintended use by intended 
users.

Step 11 Make sure intended users 
understand potential controversies 
about methods and 
their implications.

Step 12 Simulate use of findings.
Step 13 Gather data with ongoing attention 

to use.
Step 14 Organize and present the data for 

use by primary intended users.
Step 15 Prepare an evaluation report to 

facilitate use and disseminate 
significant findings 
to expandinfluence.

Step 16 Follow up with primary intended 
users to facilitate and enhance use.

Step 17 Metaevaluationof use: Be 
accountable, learn, and improve

54
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Theory-based approaches

ÅDepend on concept of theory of change/action, 
programme logic

55
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What is ToC
ÅApproach to planning and evaluation 

Åά!ǊǘƛŎǳƭŀǘƛƻƴof the underlying beliefs and assumptions that 
guide a service delivery strategy believed to be critical for 

producing change and improvement”  (CORDIO)

“Essentially a comprehensive description and illustrationof 
how and why a desired change is expected to happen in a 

particular context” (Centre of theory of change)

ÅArticulates links between programme activities and outcomes
ÅConditions intervention may work for specific groups in 

society
ÅNot only what and how, but also why…

56
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Theory of change

Unpacks the black box ς
exploring the reasons why 
interventions work or not
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ToCand LogFrame

58
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Sufficient 

teaching 

time

Nutritious meals 

delivered to 

schools on time

Nutritious 

meals 

eaten

Improved health 

and nutritional 

status of South 

African primary 

school children

Better 

educational 

performance

Improved 

levels of 

primary school 

attendance

Improved 

concentration 

in class

Activities 

Local business 

prospers

Department of 

Education pays 

for food delivered 

Outputs

Children have 

adequate 

nutrition

Outcomes Impact

Assumptions

Local producers 

provide the 

food/ingredients at 

fair price

Inputs

Funds 

Local 

SMMEs 

appointed to 

render 

services

Decentralised 

purchasing

system

Fair 

procurement Payments to 

producers/suppliers 

made on time

Food prepared 

locally and safely

Immediate Intermediate  

Schools have 

adequate 

food storage 

facilities

Theory of Change for National School Nutrition Programme
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Theory-based evaluation (TBE)
ÅTheory of change based

ÅRealist based 

ÅProvides opportunity for non-experimental 
approach to impact, based on testing of the 
intervention theory

Blamey, A., & Mackenzie, M. (2007). Theories of change and 
realistic evaluation: Peas in a pod or apples and oranges. 
Evaluation, 13(4), 439–455

Brousselle, A. and Buregeya, J-M. (2018). Theory-based evaluations: 
Framing the existence of a new theory in evaluation and the rise of 
the 5th generation, Evaluation 24 (2) 153-168
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TBE (2)

Many evaluations include a process of developing 
logic models and theories of change–an explanation 
of how the activities of a program, project, policy, 
network or event are expected to contribute to 
particular results in the short-term and longer-
term. They have been used for many years -
versions can be seen in Carol Weiss’ 1972 book 

"Evaluation research: methods for assessing program 
effectiveness"- and they have been mainstreamed 
in many organisations

61

http://www.betterevaluation.org/en/plan/define/develop_logic_model
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Realist evaluation - where context is 
critical (Pawson and Tilley)
The complete realist question is: “What works, for 
whom, in what respects, to what extent, in what 
contexts, and how?”. In order to answer that 
question, realist evaluators aim to identify the 
underlying generative mechanisms that explain ‘how’ 
the outcomes were caused and the influence of 
context.

https://www.betterevaluation.org/en/approach/reali
st_evaluation

62

https://www.betterevaluation.org/en/approach/realist_evaluation
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Realist (2)
Realist evaluation explains change brought about by 
an intervention by referring to the actorswho act 
and change (or not) a situation under specific 
conditionsand under the influence of external 
events (including the intervention itself). The actors 
and the interventions are considered to be 
embedded in a social reality that influences how the 
intervention is implemented and how actors respond 
to it (or not). The context-mechanism-outcome 
(CMO) configuration is used as the main structure for 
realist analysis. 
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Example of CMO relationship
A hospital management team can attain higher 
organisational commitment if their management 
practices influence economic exchange and social 
exchange. When the staff perceive high levels of 
management support or perceived organisational 
support (intervention), they will develop extra role 
behaviours, such as working late, organisational 
citizenship behaviours, etc. (outcomes) on the basis 
of reciprocity (mechanism) –even in hospitals with 
limited margins of freedom regarding recruitment, 
salary scales, promotion and firing (context).
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Example of CMO relationship
Grade R (reception year of schooling) is aimed at 
providing additional support to children to be school 
ready and is meant to overcome educational 
disadvantage. If an additional year of schooling is 
provided prior to Grade 1 (intervention), children will 
be better prepared to learn during Grade 1 
(outcome) on the basis of bridging teaching/play 
being undertaken to stimulate them and start them 
reading (mechanism) –even in poor schools in worse 
performing provinces (context).
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Contribution analysis
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Contribution analysis argues that a reasonable 
contribution causal claim can be made if:

ÅThere is a reasoned theory of change for the intervention: the key 
assumptions behind why the intervention is expected to work 
make sense, are plausible, may be supported by evidence and/or 
existing research, and are agreed upon by at least some of the 
key players.

ÅThe activities of the intervention were implemented as set out in 
the theory of change.

ÅThe theory of change—or key elements thereof—is supported by 
and confirmed by evidence on observed results and underlying 
assumptions—the chain of expected results occurred. The theory 
of change has not been disproved.

ÅOther influencing factors have been assessed and either shown 
not to have made a significant contribution or their relative role in 
contributing to the desired result has been recognized.

68
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1: Set out the attribution problem to be addressed

2: Develop a theory of change and risks to it

3: Gather the existing evidence on the theory of change

4: Assemble and assess the contribution story, or performance story, and 
challenges to it

With this information, you will be able to assemble your contribution story that 
expresses why it is reasonable to assume that the actions of the program have 
contributed (in some fashion, which you may want to try and characterize) to the 
observed outcomes. Now you have to assess it. How credible is the story? Do 
reasonable people agree with the story? Does the pattern of results observed 
validate the results chain? Where are the main weaknesses in the story? There 
always will be weaknesses. Weaknesses in the story point to where additional data 
or information is needed.

5: Seek out additional evidence

6: Revise and, where the additional evidence permits, strengthen the 
contribution story

https://www.betterevaluation.org/plan/approach/contribution_analysis

69
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Developmental evaluation (DE)

ÅEvaluation approach that can assist social innovators 
develop social change initiatives in complex or 
uncertain environments. 
ÅDE facilitates real-time, or close to real-time, feedback 

to programme staff thus facilitating a continuous 
development loop.
ÅCombines the rigour of evaluation, being evidence-

based and objective, with the role of organizational 
development coaching, which is change-oriented and 
relational.

https://mcconnellfoundation.ca/report/a-
developmental-evaluation-primer/
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DE (2)
ÅEvaluator embedded as a part of the team that is working to 

conceptualize, design and test new approaches. Primary role is to bring 
evaluative thinking into the process of development and intentional 
change.

ÅFeedback is supported by data and is delivered in an interactive way 
that helps the innovator(s) to fine-tune what is going on, consider and 
adapt to uncertainties and inform decisions. 

ÅMakes use of familiar methods: surveys, interviews  and observations, 
among others plus tools from complexity science such as network 
mapping, simulations, rapid reconnaissance

ÅRecordsand makes sense of the roads not taken, unintended 
consequences, incremental adjustments, tensions and sudden 
opportunities. The tracking reveals what it takes to create something 
new, which serves two purposes: 
Åit makes the decision-making along this path more transparent 
Åit generates valuable data useful for dissemination. Such documentation also 

supports accountability while allowing for a high degree of flexibility.
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Primer p45
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Using these models

ÅTake each approach in turn and ask:
ÅWhere do you see this approach as relevant

ÅHow do they think they could apply it

ÅWhat support would you need to apply it
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Non-counterfactual impact evaluation

ÅDemonstrating that interventions cause 
development effects depends on theories and rules 
of causal inference that can support causal claims.

ÅCounterfactual means need to know of similar case 
to compare, and random selection of cases to look 
at –covered by Volker and better known

ÅNon-counterfactual impact evaluation is possible:
ÅTheory based evaluation

ÅCase-based

ÅParticipatory approaches
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Non-counterfactual better for 
complex interventions
Åmost development interventions are ‘contributory 
causes’. They ‘work’ as part of a causal package in 
combination with other ‘helping  factors’ such as 
stakeholder behaviour, related programmes and 
policies, institutional capacities, cultural factors or 
socio-economic trends. Designs and methods for IE 
need to be able to unpick these causal packages. 
ÅA reality that often has to be faced in IE is that there is 

a trade off between the scope of a programme and 
strength of causal inference. It is easier to make strong 
causal claims for narrowly defined interventions and 
more difficult to do so for broadly defined programmes.
Åhttps://assets.publishing.service.gov.uk/media/57a08a

6740f0b6497400059e/DFIDWorkingPaper38.pdf
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Applying TBE

ÅExample of school nutrition
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In your groups

ÅWhat theories could you test relating to this 
programme?
ÅList 5

ÅHow could you test them?

ÅWhat could be an Intervention-Context-
Mechanism-Outcomes model in this case?
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Check out
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3.3A Ensuring High Quality 
Evaluations

am 22 August
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Flow - 22 August

am - Quality

ÅQuality evaluations

ÅPractical exercise on assessing quality

ÅQuality assurance systems

pm ςClinic session

ÅAddressing your challenges in making evaluation 
systems work

ÅFeedback
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What are quality evaluations?

ÅBuzz in (different) 2s –discuss for 10 mins ‘What 
makes for credible quality evaluations?’

ÅCapture some points (10 mins)

ÅHow does this relate to your experience? (10 mins)
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Approach ςcredibility and transparency 
83

To ensure credibility:
Ensure independence:
Á Independent external service providers undertake the evaluation, reporting 

to the Steering Committee
Á Evaluations implemented as partnership between department(s) and DPME
Á Steering Committee makes decisions on evaluation not department
Ensure quality:
Á Design clinic with top national and international evaluators (giving time free)
Á Peer reviewers (normally 2) per evaluation
Á DPME evaluation director part of whole process
Á Have to follow system - evaluation panel, standards, guidelines, training etc
Á Quality assessment once completed –must score >3/5. (actuals so far 4.14, 4.45, 3.67, 

4.1 3.71)
Á Body of evidence

To ensure transparency:
Á All evaluation reports go to Cabinet 
Á Then evaluations made public unless security concerns –media briefing, 

DPME website, Parliament, publication, communication
Á When complete quality assess and go into Evaluation Repository

Fear!
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Evaluation standards (30 mins)

ÅGroups look at examples:
1. Afrea

2. AEA

3. DPME

ÅIn groups reflect on and record:
ÅWhat are the ways they have structured the standards?

ÅHow are product, process, use addressed?

ÅWhat are some of the trade-offs between product, 
process, use?

ÅWhat did you like about these –what didn’t you like?
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Feedback ςeach question separately

1. What are the ways these standards were 
structured?

2. How are methodology, product, process, use 
addressed?

3. What did you like about these –what didn’t you 
like?
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Practical exercise of doing QA

ÅReal example drawn from South African system –
evaluation of the FunzaLushakaBursary Programme

ÅSpreadsheet which takes the conceptual standards and 
gives very specific values

ÅYou have a real evaluation to assess (access at 
Evaluation Repository –so Funzaat 
https://evaluations.dpme.gov.za/evaluations/514) 

ÅGroup 1 –you will look at the TORs (standards 1-8)

ÅGroup 2/3 –you will look at the report (apply standards 
23-28) 

ÅYou have 45 minutes for this
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Process
ÅCheck the standards on the spreadsheet you need to 

apply (egfor the TORs)

ÅCheck where in the blank assessment form these 
standards fall

ÅCheck the TORs or the report to see which level out of 5 
you think is appropriate for each standard

ÅPut that score on the blank template (in the real MIS 
this would automatically put the text for the level)

ÅYou can add comments if you want to

ÅRepeat for next standard
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Processing (30 mins)

ÅFor the TORs
ÅRead the standard, and what you scored it (give the text 

for the score too)
ÅCheck if other group scored similarly
ÅApply for 1-2 standards

ÅRepeat for the report

ÅHow did you find applying the standards?

ÅDid they make sense?

ÅWas it helpful having the template and the rating 
levels?
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Quality assurance systems

In plenary:

ÅBrainstorm ‘What are the systems you can use to 
help ensure quality?’

ÅWhat are examples from our different countries?
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3.4A Challenges for evaluation ς
Clinic Session

pm 22 August
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Objective

ÅParticipants have identified areas where their 
evaluation practice and systems can be 
strengthened and have ideas of how to do so
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Identify challenges/issues

ÅReflect individually for 5 minutes on the key issues 
you would like to explore/have an input on

ÅWrite on a card

ÅSoft shoe shuffle –identify the issues (and identify 
who saw that issue as important)
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Group work on challenges (60 mins)

Å1-2 issues per group

ÅIdentify a facilitator, rapporteur

ÅDefine what the problem/issue is that you will 
focus on (note a problem is not an absence of a 
solution)

ÅWhy is this a problem? (note if more time we could 
do root cause analysis on this)

ÅWhat can we do to address this problem?
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Feedback

ÅWhat was the challenge/Issue you looked at?

ÅDefine what the problem/issue is 

ÅWhy is this a problem? 

ÅWhat can we do to address this problem?

ÅIdeally present on flip chart

ÅDiscuss and others add to what they came up with
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Objectives of the module
Learning outcome

ÅParticipants have reflected on their own experience, and how to improve and 
deepen evaluation systems and practice to improve the effectiveness of 
evaluation as a tool for social change in Africa.

Specific skills or understanding include:

ÅUnderstanding how to locate evaluations within the policy/programme cycle 
and and to maximise the likely use of evaluations for social change;

ÅUnderstanding how/when to use non-counterfactual methods for impact 
evaluation, notably theory-based evaluation, as well as other methods 
addressing complexity;  

ÅUnderstand different mechanisms for evaluation quality assurance, and how to 
interpret evaluation standards during the design, conduct and documentation of 
evaluations;

ÅThey have identified areas where their evaluation practice and systems can be 
strengthened and have developed ideas of how to do sowhen they go back to 
their workplace

95



96

Check out
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